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Introduction 

Working Group 4 (WG4) was formed out of the larger DSTAC to address the topic of device platforms, 

variability, and interfaces. 

Guidance Description 

(Part I) The working group will identify existing devices and technologies that receive MVPD and OTT 

service, such as DVRs, HDTVs, personal computers, tablets in home, connected mobile devices, take-and-

go mobile devices, etc., and identify the salient differences important to implementation of the non-

security elements of a system to promote the competitive availability of such devices based on 

downloadable security. 

(Part II) For each category of existing device identified above, the working group will identify a system 

comprising minimum standards, protocols, and information other than security elements to enable 

competitive availability of devices that receive MVPD services. 

(Part III) The working group may identify alternative systems as appropriate to promote the availability of 

ŘƛŦŦŜǊŜƴǘ ŎŀǘŜƎƻǊƛŜǎ ƻŦ ƴŀǾƛƎŀǘƛƻƴ ŘŜǾƛŎŜǎΣ ŎƻƴǎƛǎǘŜƴǘ ǿƛǘƘ ǘƘŜ /ƻƳƳƛǎǎƛƻƴΩǎ ƛƴǎǘǊǳŎǘƛƻƴ ǘƻ ǊŜŎƻƳƳŜƴŘ ŀƴ 

approach that would allow consumer electronics manufactures to build devices with competitive 

interfaces and an approach under which MVPDs would maintain control of the user interface. 

Product 

The working group will deliver and present its findings to the full DSTAC. 
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Part I:  Existing  Devices and Technologies  
άThe working group will identify existing devices and technologies that receive MVPD and OTT service, 

such as DVRs, HDTVs, personal computers, tablets in home, connected mobile devices, take-and-go 

mobile devices, etc., and identify the salient differences important to implementation of the non-security 

elements of a system to promote the competitive availability of such devices based on downloadable 

security.έ 

As most members generally understand the functionality of the devices listed in Part I, it is expected that 

information would be provided as to how the devices discover and receive content. 

As content is coming in on different input ports and through different applications running on the devices, 

the mechanisms for each are detailed. 

Various points have been captured in the table in Appendix A: Survey of Existing Devices.   

Section I: Devices that receive MVPD or OTT service  
The table in Appendix A serves as a reference for retail and MVPD devices that will interact with content 

distribution networks, and provides basic descriptions of their functionality. Many of these devices will 

function as receivers for MVPD/OTT content, and it is important to understand their differences and 

capabilities for the purpose of establishing standards for the reception and control of video content. All 

of these devices may connect through disparate network architectures such that protocols for device 

management and stream management need to be considered and how these devices receive and display 

content. 

Section II:  Technologies (Network) that enable the reception of  MVPD 

or OTT service  
Discussion of important features of specific technologies 

Operator Network Technologies  

SUMMARY  

As noted in WG2 Report Section III starting on page 3 [45]Σ ǘƘŜǊŜ ƛǎ ǾŀǊƛŀǘƛƻƴ ƛƴ ŎǳǊǊŜƴǘ ǾƛŘŜƻ ǇǊƻǾƛŘŜǊǎΩ 

distribution technologies and platforms.  Across all service providers, an approach that has developed for 

delivering video service to customer oǿƴŜŘ ŘŜǾƛŎŜǎ ƛǎ ǘƘǊƻǳƎƘ άŀǇǇǎΦέ 

Diversity of Access Network Technologies  

As noted in WG2 Report in Section III starting on page 4 [45], the larger US Cable operators and Verizon 
mostly use one or both of two the two primary CAS (Conditional Access Systems) vendors, and all support 
CableCARD for limited services. Both US Cable and Verizon use Quadrature Amplitude Modulation (QAM) 
for broadcast signals while over Hybrid Fiber Coax (HFC) or B/GPON (Broadband-/Gigabit-capable Passive 
Optical Networks) fiber networks. Verizon adds hybrid QAM/IP for on-demand content and two-way 
services. Direct Broadcast Satellite (DBS) also has two major variants for transport and CAS. AT&T uses IP 
unicast and multicast over DSL or B/GPON fiber, with a Digital Rights Management (DRM) approach 
instead of CAS. 
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Diversity Of Customer Equipment Installation, Provisioning, And Configuration Methods Error! 

Reference source not found. 

The diversity of network technologies across and within MVPDs is associated with a diversity of Customer 
Premise Equipment (CPE) installation, provisioning, and configuration methods. Table 1 - Diversity of 
MVPD Customer Premise EquipmentTable 1 shows the equipment necessary for network termination at 
the premise, the CPE deployed for the Pay TV service and the technologies used for in-home distribution 
of the service. 

MVPD  Network Termination Customer Premise 
Equipment (CPE) 

In-Home 
Distribution 

Cable Coax & RFoG Optical 
Network Termination 
(ONT) 

DVR & Non-DVR set-tops, 
DTA and Cloud  Based 
systems 

IPTV Set tops 

Cable RF & MoCA 

Wi-Fi 

Satellite Out Door Unit (ODU) ς 
Satellite Dish 

Low noise block down-
converter (LNB ) 

Multiswitch (RF 
switching unit) 

Genie Server (DVR) & 
Genie Mini clients 

Hopper (DVR) & Joey 
clients 

802.11 & MoCA 

MoCA 

Wi-Fi 

Telco VDSL Modem or 
Gateway 

B/GPON Optical 
Network Termination 
(ONT) 

DVR & Non-DVR IPTV set-
tops 

802.11 

Cable RF & MoCA 

Wi-Fi 

Google 
Fiber TV 

GPON Optical Network 
Termination (ONT) 

Network Box, Storage Box, 
TV Box 

802.11 & MoCA 

Table 1 - Diversity of MVPD Customer Premise Equipment 

Cable networks are typically terminated at the house at the point of entry with coax cabling.  In some 
instances cable networks use RF over Glass (RFoG), an analog RF fiber to the premise technology.  The 
RFoG Optical Network Termination (ONT) converts the optical RF to an electrical RF signal over coax 
permitting the use of traditional cable QAM based CPE.  Cable systems make use of both DVR and non-
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DVR set-top boxes that receive broadcast signals and use MoCA technology to link them together for a 
whole home DVR solution. 

Satellite networks terminate in Out Door Units (ODU) satellite dishes.  Low Noise Block down-converters 
shift the satellite signals to a frequency band that can be switched by a Multiswitch unit and distributed 
via coax cables to the various satellite CPE.  Satellite systems make use of both DVR and non-DVR set-tops 
and use both MoCA and 802.11 Wi-Fi for distribution in the home for a whole home DVR solution.  The 
satellite MVPDs also have client software available in some LG, Samsung, Sony and Toshiba TVs that allow 
them to access services through their home network either using RVU or Virtual Joey technology. 

Telco networks are typically either traditional telephone twisted-pair copper or B/GPON FTTP networks.  
In the case of twisted-pair, the network is terminated by a VDSL modem or gateway in an IPTV solution 
making use of both DVR and non-DVR IPTV set-tops and use 802.11 Wi-Fi for distribution in the home for 
a whole home DVR solution.  Twisted-pair networks also need a filter installed to block the VDSL signal 
from telephones in the home.  In the case of fiber networks, the network is terminated in an ONT and, in 
the case of FiOS, the optical RF spectrum is converted to electrical RF spectrum and distributed over coax, 
similar to the cable RFOG case.  Fiber networks may use either Hybrid IP/QAM based set-tops (DVR and 
non-DVR) and MoCA for distribution in the home for a whole home DVR solution or the same IPTV based 
set-tops and 802.11 Wi-Fi distribution as in the twisted-pair case.  In Hybrid IP/QAM based set-tops, each 
set-top box includes two interfaces: an interface to the overlay wavelength for linear services and certain 
control signaling; and an IP interface for IP VOD, widgets, guide data, gaming, and certain control plane 
signaling.  All of these are integrated into a single service within the set-top box. 

While all MVPDs would like for consumers to be able to self-install the necessary equipment to receive 
the MVPD service, this is not always a practical option for a number of reasons.  First, if this is the first 
time a customer has subscribed to an MVPD service, it may be necessary to install the necessary network 
termination equipment, whether this is a cable drop, a fiber drop and an ONT, a VDSL modem/gateway 
and filters, or a satellite ODU, LNB, and Multiswitch.  In addition to this, it may be necessary to wire the 
home with coax cable to distribute the signal from the point of entry to the various rooms in which service 
is desired.  Even if the home has been previously wired for cable service, the need to insure that signal 
levels are appropriate or alignment of the satellite ODU is correct is still required. 

Provisioning of set-top boxes also varies across and within MVPDs.  There are two basic kinds of 
provisioning necessary in an MVPD system.  The first is network provisioning so that the set-tops are 
properly connected to the network and can communicate properly.  The second is provisioning of 
entitlements so that subscribers can access the services to which they are subscribed.  Network 
provisioning is typically specific to the type of network and CAS system deployed, while provisioning of 
entitlements is exclusively the domain of the CAS system deployed.  Configuration methods are also 
specific to the type of network and CAS system deployed. 

Common Approaches to Retail Devices 

As noted in WG2 Report in Section VI starting on page 12 [45], for some service providers an approach for 

delivering video service to customer owned devices is through service provider authored or authorized 

άŀǇǇǎΦέ  

MVPDs are remarkably similar in their approach to supporting retail devices, following the successful 
model that OTT video distributors such as Netflix, Hulu, and others use.  
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Cable Technologies and Architectures [46]  

Cable systems have evolved over the decades since the first cable systems in 1940s.  Most cable operators 

have upgraded their networks to two-way, Hybrid Fiber Coax (HFC).  However, this evolution was not 

uniform across the United States and there is diversity across cable operators.   Figure 33 shows the typical 

HFC cable network architecture. 

 

Figure 1 - Typical Cable System Network Architecture 

Cable system architectures reflect fundamental differences dating from the original design goals based on 

different vendors and different owners.  The General Instrument (now ARRIS) design was tailored 

primarily for the more rural and less clustered systems owned by Tele-Communications, Inc., with a focus 

on increased channel capacity, minimized head-end cost, and centralized set-top control and 

authorization. The Scientific-Atlanta (now Cisco) design was tailored primarily for the more urban and 

clustered systems primarily owned by Time Warner Cable, with a focus on two-way interactive services 

such as Video-on-Demand (VoD), the ability to add applications and services to set-top boxes over time, 

and local control and authorization.  Thus, even though there are some shared elements, such as MPEG-

2 video compression, there are fundamental differences in technologies for CAS, controllers, the out-of-

band (OOB) communications channels used for command and control of the set-top box, network 

transports, QAM modulation, video codecs, core ciphers, advanced system information such as network 

configuration, session management, operating system, processor instruction set, interactive services, 

billing systems, applications necessary for presentation of services and in the set-top boxes. Error! 

Reference source not found. 
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The respective design objectives resulted in proprietary systems that had different system architectures 

and network configurations, as well as different CAS systems, as described above.  Despite these different 

design goals there were also a significant number of common elements:   

ǒ The GI and SA systems used MPEG-2 video compression and Dolby® AC-3 audio compression [6][7].   
ǒ Both systems have added support for MPEG-4/AVC in the intervening years [8].   
ǒ Both systems used QAM modulation for transmission of MPEG-2 transport streams carrying the 

audio/video signal [9].   
ǒ Both systems used variants of Data Encryption Standard (DES-64) [10] encryption as the working 

cipher for their CA systems and in particular both were capable of supporting the SCTE 52 2008 DES-
CBC variant [11]. 

ǒ Both systems used a common Service Information format to communicate channel line-up 
information [12]. 

However, because of the different design goals, there were many proprietary components remaining 
in each system. 

The proprietary aspects of the two systems largely lay in following areas: 

ǒ ¢ƘŜ /!{ ǎȅǎǘŜƳ ό5ƛƎƛ/ƛǇƘŜǊϰ LL ƛƴ ǘƘŜ ŎŀǎŜ ƻŦ DL ŀƴŘ tƻǿŜǊYŜȅϰ ƛƴ ǘƘŜ ŎŀǎŜ ƻŦ {!ύ ǳǎed to control 
subscriber entitlements and manage access to digital channels. 

ǒ Their out-of-band (OOB) communications channels used for command and control of the set-top 
box: 

o DLΩǎ ǎȅǎǘŜƳ ƛƳǇƭŜƳŜƴǘŜŘ ǘƘŜ 5ƛƎƛ/ƛǇƘŜǊ LL hh. ǳǘƛƭƛȊƛƴƎ ŀƴ at9D ǎǘǊǳŎǘǳǊŜ ŦƻǊ 
transporting OOB messaging downstream, standardized as ANSI/SCTE 55-1 2009 [13].  The GI OOB 
channel provided 2Mbps downstream bandwidth and 256Kbps upstream bandwidth through an 
Aloha, polled communication protocol. 

o {!Ωǎ ǎȅǎǘŜƳ ƛƳǇƭŜƳŜƴǘŜŘ ŀ 5!±L/ ōŀǎŜŘ hh. ǳǘƛƭƛȊƛƴƎ ŀƴ !¢aκLt ǎǘǊǳŎǘǳǊŜ ŦƻǊ 
transporting OOB messaging downstream, standardized as ANSI/SCTE 55-2 2009 [14].  The SA 
OOB channel provided 1.5 Mbps bandwidth in both the downstream and upstream using a real-
time, two-way protocol. 

ǒ Operating system (OS) and processor instruction set: 
o DLΩǎ ǎȅǎǘŜƳ ƛƴƛǘƛŀƭƭȅ ƛƳǇƭŜƳŜƴǘŜŘ ŀ ǇǊoprietary kernel on a Motorola 6800 processor 

instruction set. 
o {!Ωǎ ǎȅǎǘŜƳ ƛƴƛǘƛŀƭƭȅ ƛƳǇƭŜƳŜƴǘŜŘ ǘƘŜ tƻǿŜǊ¢±ϰ h{ ƻƴ ŀ {ǳƴ {t!w/ϰ ǇǊƻŎŜǎǎƻǊ 

instruction set. 
o Subsequently, both system providers have introduced other OS (e.g. Linux) and processor 

instruction sets (e.g. MIPS). 
ǒ Network control architecture in support of interactive applications, such as VoD and Switched 

Digital Video (SDV): 
o DLΩǎ ƴŜǘǿƻǊƪ ŎƻƴǘǊƻƭ ŀǊŎƘƛǘŜŎǘǳǊŜ ƭŀŎƪŜŘ ǘƘŜ ŎƻƴŎŜǇǘ ƻŦ ŀƴ ƛƴǘŜǊŀŎǘƛǾŜ ǎŜǎǎƛƻƴ ƳŀƴŀƎŜǊΣ 

requiring third-parties to provide this component when integrating session-based services, 
such as VoD. 

o Interactive network functions such as Switched Digital Video have been implemented using 
external controller platforms, available from 3rd parties or directly from ARRIS (Vertasent and 
BigBand implemented the most commonly deployed SDV controllers, and were subsequently 
acquired by ARRIS).  

o {!Ωǎ ƴŜǘǿƻǊƪ ŎƻƴǘǊƻƭ ŀǊŎƘƛǘŜŎǘǳǊŜ ƛƳǇƭŜƳŜƴǘŜŘ ŀƴ ƛƴǘŜǊŀŎǘƛǾŜ ǎŜǎǎƛƻƴ ƳŀƴŀƎŜǊΣ ǎǳǇǇƻǊǘƛƴƎ 
DSM-CC User-to-Network commands [5] for support of dynamic MPEG transport sessions. 
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ǒ Electronic Program Guide (EPG) application and EPG metadata format. 
 

Integration of interactive service components, such as a VoD application and corresponding video 

ǎǘǊŜŀƳƛƴƎ ǎŜǊǾŜǊǎΣ ǊŜǉǳƛǊŜŘ ǘƛƎƘǘ ƛƴǘŜƎǊŀǘƛƻƴ ǿƛǘƘ ŜƛǘƘŜǊ DL ƻǊ {!Ωǎ ƴŜǘǿƻǊƪΦ  ¢Ƙƛǎ ǊŜǎǳƭǘŜŘ ƛƴ ǇŀƛǊ-wise 

integrations between VoD vendors, set-top applications vendors, and the digital video systems providers. 

Existing cable systems have now evolved in ways that vary widely from the legacy system architectures 

that were just described.  One major difference is the use of the Common Scrambling Algorithm (CSA) in 

some systems, rather than core ciphers based on DES.  In addition, many systems incorporated content 

delivery components from multiple vendors, which has led to much more diversity in session control, 

bandwidth management, maintenance, commercial insertion, VOD and other critical system hardware 

and software. 

To attempt to address the issue of interoperability across cable systems, CableLabs developed a set of 

specifications under the OpenCable program Error! Reference source not found..   These specifications 

isolate the proprietary system specific aspects of these systems into separable components.  The systems 

specific aspects fall into two general categories: 

ǒ Hardware ς These included, the core hardware components of the CA system (working cipher and 
key hierarchy) and the key components of the OOB communications network (e.g. forward error 
correction and MAC layer processing) 

ǒ Software ς These included, Operating System (OS) and applications (both cable operator specific 
and potentially third-party applications) 

Figure 2 - OpenCable/tru2way Interface DiagramFigure 2 provides a block diagram identifying the key 

interfaces in the OpenCable architecture. 

 

Figure 2 - OpenCable/tru2way Interface Diagram 
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The four interfaces specified by OpenCable: 

ǒ The Network Interface ς ¢Ƙƛǎ ƛǎ ǘƘŜ ƛƴǘŜǊŦŀŎŜ ǘƘŀǘ ŎƻƴƴŜŎǘǎ ǘƻ ǘƘŜ ŎŀōƭŜ ƴŜǘǿƻǊƪ ŀǘ ǘƘŜ ŎƻƴǎǳƳŜǊΩǎ 
home and is specified as part of the OpenCable Host Specification [30]. 

ǒ The Consumer Interfaces ς ¢ƘŜǎŜ ŀǊŜ ǘƘŜ ƛƴǘŜǊŦŀŎŜǎ ǘƘŀǘ ŎƻƴƴŜŎǘ ǘƻ ǘƘŜ ŎƻƴǎǳƳŜǊΩǎ ¢± ƻǊ ƻǘƘŜǊ 
entertainment devices (e.g. HDMI, component analog, composite analog, etc.) and are also 
specified as part of the OpenCable Host Specification Error! Reference source not found.. 

ǒ The Conditional Access Interface ς This is the interface to the system-specific CA and OOB channel 
ŀƴŘ ƛǎ ǎǇŜŎƛŦƛŜŘ ƛƴ ǘƘŜ /ŀōƭŜ/!w5ϰ {ǇŜŎƛŦƛŎŀǘƛƻƴǎΦ 

ǒ The Application Interface ς These are the Application Program Interfaces (APIs) that applications 
use to perform the desired functions using the Host and CableCARD components and are specified 
by the Open Cable Application Platform (OCAP) specification [23]. 

 

In this architecture, an OpenCable Host device is enabled to connect to the cable network by providing a 

hardware component, the CableCARD, which is specific to the proprietary system deployed in that cable 

network.  Originally, this would be either a GI or SA CableCARD; however other CA systems, such as NDS 

and Conax, have been added to this list over time.  The CableCARD cryptographically binds to the Host for 

security and copy protection purposes and instructs the Host how to acquire the OOB communications 

channel, register on the network, and receive the OOB command and control signals appropriate for the 

CA system.  The Host is then able to acquire the list of applications, for example the EPG, which are 

supported on the cable system, securely download them if necessary, and begin execution. 

The CableCARD is the hardware module in the OpenCable system that achieves this isolation  through a 

physical encapsulation of the cryptographic CA component and some portions of the OOB 

communications channel.  The CableCARD by necessity had to be a separable or removable module that 

could be delivered independently from the Host device.  In practice, the local cable operator provides the 

CableCARD. 

The only commonality the two proprietary OOB channels have is the use of QPSK modulation; they 

differed in the frequency band and bandwidth, the Forward Error Correction (FEC), the framing, and the 

transport protocol used.  Consequently, the QPSK front-end (modulation and demodulation) was placed 

in the OpenCable Host and all of the higher layers of the proprietary OOB communications protocol stack 

were placed in the CableCARD.  Raw QPSK symbols and their timing passed across the PCMCIA interface 

through the use of redefined pins in the physical interface.  The CableCARD is responsible for instructing 

the Host what mode of operation the system requires.  OpenCable also enabled the cable operator to 

migrate the proprietary messaging carried on these proprietary OOB channels to a standard two-way 

communications channel, such as Data-Over-Cable Service Interface Specification (DOCSIS®).  This was 

accomplished through the DOCSIS Set-top Gateway (DSG) with the appropriate modifications to the 

CableCARD Error! Reference source not found..  Since DOCSIS provides an efficient two-way IP connection 

for devices, the DSG specification focused on extending the DOCSIS specification to perform two key 

functions: 
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ǒ Encapsulate the downstream proprietary messaging in an IP transport using a broadcast or 
multicast transmission so that all set-tops could access it concurrently. 

ǒ Provide a one-way mode of operation so that the set-top could continue to function in a one-way 
mode in cases of network disruption. 
 

EIA-679 Part B [17] only permitted the decryption and processing of a single MPEG Multi-Program 

Transport Stream (MPTS), equivalent to a single set-top tuner.  The original CableCARD specification 

followed this model with single stream mode, or S-Mode, of operation.  As Digital Video Recorders (DVRs), 

picture-in-picture, and other multi-tuner features were developed, it was realized that the original S-

Mode CableCARD had inadequate bandwidth for these features.   It would require multiple S-Mode 

CableCARDs to provide this capability and could not grow to support multi-tuner gateway scenarios.  

Subsequently, the M-Mode (or Multi-stream mode) CableCARD specification was developed and has its 

origin in SCTE 28 Error! Reference source not found..  M-Mode provides the higher transport data 

throughput rates that are required to support features, such as multiple-tuner Hosts, Hosts with DVRs, 

and Hosts with picture-in-picture capability as described in DSTAC Working Group 2 Report #1 Error! 

Reference source not found.. 

Satellite Technologies and Architectures [52]  

As was summarized in DSTAC Working Group 2 Report #1 [45], there are two primary Direct Broadcast 
Satellite (DBS) providers in the United States, DISH and DirecTV.  While they use similar technologies and 
architectures to deliver the DBS portion of their service, there are still sufficient differences in the two 
systems as to prevent a set-top box designed for one system from working on the network of the other.   

Figure 3 shows the general DBS architecture for distribution of the television signal from program source 
ǘƻ ǘƘŜ ǎǳōǎŎǊƛōŜǊΩǎ ƘƻƳŜΦ  ¢ƘŜ ǾƛŘŜƻ ǇǊƻƎǊŀƳƳƛƴƎ ƛǎ ŘƛǎǘǊƛōǳǘŜŘ ŦǊƻƳ ǘƘŜ ǇǊƻƎǊŀƳ ǎƻǳǊŎŜ Ǿƛŀ ǎŀǘŜƭƭƛǘŜ 
όƛƴŘƛŎŀǘŜŘ ōȅ άŀέ ƛƴ ǘƘŜ ŘƛŀƎǊŀƳύ ƻǊ ŦƛōŜǊ όƛƴŘƛŎŀǘŜŘ ōȅ άŎέ ƛƴ ǘƘŜ ŘƛŀƎǊŀƳύ ǘƻ ǘƘŜ ǎŀǘŜƭƭƛǘŜ ǳǇ-link facility 
where it may be re-encoded, multiplexed, and encrypted for transmission via the DBS satellite to the 
ǎǳōǎŎǊƛōŜǊΩǎ ƘƻƳŜΦ  [ƻŎŀƭ wŜŎŜƛǾŜ CŀŎƛƭƛǘƛŜǎ ό[wCύ ƻǊ [ƻŎŀƭ /ƻƭƭŜŎǘƛƻƴ CŀŎƛƭƛǘƛŜǎ ό[/Cύ ŀǊŜ ǳǎŜŘ ǘƻ receive 
ǇǊƻƎǊŀƳƳƛƴƎ ŦǊƻƳ ƭƻŎŀƭ ōǊƻŀŘŎŀǎǘ ǎǘŀǘƛƻƴǎ όƛƴŘƛŎŀǘŜŘ ōȅ άōέ ƛƴ ǘƘŜ ŘƛŀƎǊŀƳύΣ ǿƘŜǊŜ ǘƘŜǎŜ ŎƘŀƴƴŜƭǎ ŀǊŜ 
then decoded, re-encoded, multiplexed, and transmitted via satellite or fiber to the satellite up-link 
facility.  In some instances, an antenna at ǘƘŜ ǎǳōǎŎǊƛōŜǊΩǎ ƘƻƳŜ ǊŜŎŜƛǾŜǎ ƭƻŎŀƭ ōǊƻŀŘŎŀǎǘ ǎǘŀǘƛƻƴǎ ŘƛǊŜŎǘƭȅ 
όƛƴŘƛŎŀǘŜŘ ōȅ άŘέ ƛƴ ǘƘŜ ŘƛŀƎǊŀƳύΦ 
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Figure 3 - DBS Architecture ς Satellite to Home Distribution Path 

Multiple satellites are used in each system to carry the diversity of programming offered by each provider.  
The Out Door Units (ODUs) and Low Noise Block (LNB) down-converters receive the satellite signals and 
down-ŎƻƴǾŜǊǘ ǘƘŜ ǎƛƎƴŀƭ ǘƻ ŀ ƭƻǿŜǊ ŦǊŜǉǳŜƴŎȅ ŦƻǊ ŘƛǎǘǊƛōǳǘƛƻƴ ƻǾŜǊ ŎƻŀȄ ŎŀōƭŜ ǘƘǊƻǳƎƘƻǳǘ ǘƘŜ ǎǳōǎŎǊƛōŜǊΩǎ 
home.  Because there are multiple satellite signals received by the ODU and LNB and there are potentially 
multiple tuners and/or set-tops in the home, a Multiswitch unit is used to switch the specific signal source 
to the requesting tuner. 

¢ƘŜ ǘǿƻ ƻǇŜǊŀǘƻǊǎΩ ǎȅǎǘŜƳǎ ŘƛŦŦŜǊ ƛƴ ŀ ƴǳƳōŜǊ ƻŦ ǊŜǎǇŜŎǘǎΣ ƛƴŎƭǳŘƛƴƎΥ   

ǒ The number and location of up-link facilities 

ǒ The orbital positions of the satellites used by each 

ǒ The satellite frequency plans used 

ǒ The Out Door Units (ODUs), Low Noise Block (LNB) down-converters, and Multiswitch units 
used 

ǒ The Conditional Access Systems (CAS) used 

ǒ The whole home DVR architectures and technologies used 

Figure 4 and Figure 5 show the number and location of the uplink facilities for the two DBS providers.  As 
can be seen the number and location of uplink facilities differs significantly. 

 



DSTAC WG4 Report 

August 4, 2015 

15 
 

 

Figure 4 - DIRECTV Uplink Facilities 

 

Figure 5 - DISH Uplink Facilities 
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The orbital positions for the two providers differ and this directly affects the orientation of the satellite 
dish and configuration ƻŦ ǘƘŜ h5¦Σ [b.Σ ŀƴŘ aǳƭǘƛǎǿƛǘŎƘ ŀǘ ǘƘŜ ǎǳōǎŎǊƛōŜǊΩǎ ƘƻƳŜΦ  ¢ƘŜ ƻǊōƛǘŀƭ Ǉƻǎƛǘƛƻƴǎ 
for the two providers currently are: 

ǒ DirecTV ς 99W, 101W, 103W as well as 110W, 119W & 95W  

ǒ DISH ς Eastern US Arc ς 61.5W, 72.7W, 77W, Western US Arc ς 110W, 119W, 129W and 
shared 118.7W 

The satellite frequency plans of the two providers differ as well.  This impacts the configuration of the LNB 
ŀƴŘ aǳƭǘƛǎǿƛǘŎƘ ŀǘ ǘƘŜ ǎǳōǎŎǊƛōŜǊΩǎ ƘƻƳŜΣ ŀǎ ǿŜƭƭ ŀǎ ǘƘŜ ƛƳǇƭŜƳŜƴǘŀǘƛƻƴ ƻŦ ǘƘŜ LƴǘŜƎǊŀǘŜŘ wŜŎŜƛǾŜǊ 
Decoder (IRD) or set-top box.  Figure 6 and Figure 7 show the respective satellite and in-home frequency 
plans of the two providers. 
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Figure 6 - DIRECTV Frequency Plan 
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Figure 7 - DISH Frequency Plan
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The ODUs and LNBs differ depending on the DBS operator and type of service being provided.  For 
ŜȄŀƳǇƭŜΣ ǘƘŜ ŎǳǊǊŜƴǘ 5ƛǊŜŎ¢± h5¦ǎ ƛƴŎƭǳŘŜΥ  ŀƴ муέ wƻǳƴŘ ό{5 ƻƴƭȅύΣ ŀƴ муȄнлέ Triple-Sat (SD only), or a 
Slimline ODU (HD) which can be used with a Slimline-3 or a Slimline-5 LNB.  The LNBs also differ in their 
powering.  DISH LNBs are typically powered by one set-top in the home, while all DirecTV and some DISH 
LNBs have a dedicated external power supply.  The Multiswitch unit allows a set-top to select between 
the multiple input signals received by the LNB.  Because LNBs receive signals from multiple satellite 
transponders, it is necessary to switch the input signal for the requested channel to the requesting set-
top tuner.  The set-top sends a signal to the Multiswitch unit identifying the desired input and the 
Multiswitch unit switches the input signal onto the coax cable to the requesting set-top. 

The two DBS providers differ in their implementations of their respective Multiswitch units.  The control 
signaling between the two systems differs.  Specifically, DIRECTV uses a Pulse-Width Modulated (PWM) 
control scheme; with simple 3-byte messages to identify desired input port, which does not strictly 
conform to the DiSEqC (Digital Satellite Equipment Control) standard.   DISH uses system based on and 
conforming to DiSEqC but extending the standard with additional commands.  There are Single Wire 
Multiswitch units, which allow multiple, independent set-tops to share a single coaxial cable and multi-
wire switch units that use separate coax cables for each set-top.  Set-tops, Multiswitch units, ODUs and 
LNBs from the two providers do not interoperate. 

The DIRECTV set-top boxes receive SD satellite signals using the 130-ōȅǘŜ ά5{{έ ǘǊŀƴǎǇƻǊǘ ŦƻǊƳŀǘΣ ǿƘƛƭŜ 
DISH uses the 188-byte MPEG transport format for its SD satellite signals. Both MVPDs use MPEG 
transport format for HD satellite signals. The two DBS providers utilize Digital Video Recorders (DVR) in 
the home to deliver a more interactive and personalized experience to subscribers: each have proprietary 
implementations that leverage MVPD-controlled content storage to deliver features including VOD and 
targeted Dynamic Ad Insertion (DAI). EŀŎƘ ƛƳǇƭŜƳŜƴǘŀǘƛƻƴ άǇǳǎƘŜǎέ ±h5 ŀƴŘ 5!L ŎƻƴǘŜƴǘ ǘƘǊƻǳƎƘ ǘƘŜ 
DBS broadcast system to pre-allocated storage areas of the DVR. As an example of use of this capability, 
the two providers jointly offer targeted DAI that was used during the 2014 election cycle by local and 
national candidates to reach their constituents. Each proprietary implementation required the providers 
to modify the headend transport and video stream encoding to offer seamless merging of broadcast and 
from-DVR content. The set-top boxes from both providers offer common television outputs (e.g. analog 
component and composite, digital HDMI), but have deployed non-interoperable approaches for IP-
networked outputs. Software updates to set-top boxes happen independently on each DBS system as new 
features of the service are released, and typically range in frequency from quarterly for legacy devices to 
more than once per month for newly deployed set-top boxes or critical bug fixes. The two DBS providers 
also differ in the CAS and DRM solutions used in their respective DBS systems.  DirecTV uses NDS CAS/DRM 
systems and DISH uses Nagra CAS/DRM systems. Both providers support additional DRM systems for their 
internet-delivered services. 

While both DBS providers use a client-server architecture and MoCA for in-home distribution of their 
whole home DVR solutions, they differ in their specific implementations.  Figure 8 and Figure 9 show the 
two whole home DVR server-client solutions.  DirecTV uses the RVU Remote User Interface technology, 
which has been integrated into a number of retail televisions (see rvualliance.org/products).  Like other 
MVPDs, both providers participate in the Digital Living Network Alliance (DLNA) and make use of some 
DLNA protocols in their whole home DVR solutions. 
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Figure 8 - DIRECTV Server-Client Architecture 
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Figure 9 - DISH Server-Client Architecture 
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Telco Technologies and Architectures  

Telephone companies have used a number of different technologies and architectures for delivery of their 
MVPD service.  Some have partnered with satellite providers to deliver an MVPD service, others have 
deployed fiber with an RF overlay network, and others have deployed IPTV systems over VDSL and fiber 
networks.  This section covers the systems deployed by AT&T and Verizon. 

AT&T and Verizon have taken different approaches to deploying an MVPD service.  AT&T largely leveraged 
its twisted pair network using VDSL technology to deliver an IP-based TV service.  AT&T has also deployed 
an FTTP PON network to carry this IPTV service.  Verizon deployed a PON fiber network (FiOS) from the 
start, but chose to leverage cable technology to deliver its MVPD service to the point that they also make 
use of CableCARD in their set-top boxes as well as in support of retail devices.  To accomplish this, Verizon 
used a separate wavelength to carry an RF spectrum with broadcast TV channels.  The two-way PON 
network is used to carry two-way services, including VoD.  This is sometimes referred to as a Hybrid 
QAM/IP implementation, as QAM is used to carry the broadcast channels and IP is used to carry VoD 
services. 

AT&T Technologies and Architectures [43]  

In 2004 SBC/AT&T participated in the Microsoft IPTV Early Adopters Program (EAP).  The IPTV Mediaroom 

system was designed as an application platform to support the IPTV service and evolution of service 

features. The platform is now owned and maintained by Ericsson.  AT&T offers this service over both 

copper (VDSL) and Fiber (FTTP) networks.  The service is based on an all Internet Protocol (IP) delivery for 

Linear/Live, and VOD.  The system encompasses a number of proprietary features such as Instant Channel 

Change (ICC), Multiview, and a large number of interactive applications, an EPG, search engine, 

recommendations, integrated service features such a caller-ID on the TV, etc. Applications such as 

Multiview are integrated within the Mediaroom software client. AT&T is a licensee of the Mediaroom 

proprietary IPTV system and additional implementation details has to be obtained directly through 

Ericsson. The Microsoft Mediaroom DRM is used for content protection on AT&T U-verse STBs with an 

embedded secure SOC.  U-verse is offered to third party devices such as smart phones (iOS, Android), 

tablets, PCs and laptops through AT&T U-verse applications. PlayReady DRM is used for content 

protection on these devices. 

Figure 10 is a diagram of the AT&T U-verse Architecture.  U-verse content is acquired and gathered at a 
central location, the Super Hub Office (SHO), for national linear channels and VOD assets.  Linear content 
is encoded to !¢ϧ¢Ωǎ ǳƴƛǉǳŜ ǎǇŜŎƛŦƛŎŀǘƛƻƴǎ ŀƴŘ ŘƛǎǘǊƛōǳǘŜŘ Ǿƛŀ ƳǳƭǘƛŎŀǎǘ ŦǊƻƳ ǘƘŜ {Ih ǘƻ ±ƛŘŜƻ Iǳō 
Offices (VHOs).  The content is then multicast to the end user, when requested.  Local channels are 
ŀŎǉǳƛǊŜŘ ƭƻŎŀƭƭȅ ŀƴŘ ŜƴŎƻŘŜŘ ǘƻ !¢ϧ¢Ωǎ ǳƴƛǉǳŜ ǎǇŜŎƛŦƛŎŀǘƛƻƴǎ ŀǘ ǘƘŜ ±Ihs.  VOD assets are encoded to 
!¢ϧ¢Ωǎ ǳƴƛǉǳŜ ǎǇŜŎƛŦƛŎŀǘƛƻƴǎ ŀƴŘ ǘǊŀƴǎǇƻǊǘŜŘ ǘƻ ǘƘŜ {Ih1.  From there they are distributed to the VHOs 
via multicast, and stored locally at the VHOs.  The assets are then streamed from the VHOs to the end 
user via unicast, when requested.   

Linear channels are encoded using H.264 video compression and Dolby Digital Plus (DD+) converted to 
AC-3 by the STB or AAC audio, and contained within an MPEG-2 transport stream.  When ingested into 
Mediaroom, the channels are encrypted and encapsulated as RTP streams via the Acquisition Servers (A-
servers), and distributed via multicast to the local VHOs.  Linear channels are also acquired by a 

                                                           
1 Note that AT&T does not use the CableLabs encoding specifications to encode content. 
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Distribution Server (D-server), which is at the VHO and used for instant channel change.  When a user 
switches to a live channel, a proprietary ICC enables a fast channel change implementation. 

 

Figure 10 - AT&T U-verse Architecture 

VOD assets are encoded using H.264 video and AC-3 audio, and contained within an MPEG-2 transport 
stream.  When ingested into Mediaroom, the assets are encrypted, encapsulated as an RTP stream, then 
distributed and stored at the local VHOs on VOD Servers (V-servers).  When initiated by the user, VOD 
assets are streamed from the VHO V-servers to the ǳǎŜǊΩǎ ǊŜŎŜƛǾŜǊ ƻǾŜǊ I¢¢tΦ 

The U-verse Mediaroom DRM is used to enforce license restrictions from content agreements and 
provides overall content protection.  The DRM is based on 128-bit AES and 2048-bit RSA encryption.  
Linear content is encrypted either at the SHO, or at the local VHO (for local channels).  The encrypted 
ŎƘŀƴƴŜƭǎ ŀǊŜ ŘƛǎǘǊƛōǳǘŜŘ ǘƻ ǘƘŜ ŜƴŘ ǳǎŜǊΩǎ {¢. ǿƘŜǊŜ ǘƘŜȅ ŀǊŜ ŘŜŎǊȅǇǘŜŘ ǳǎƛƴƎ ŀƴ ŜƳōŜŘŘŜŘ ǎŜŎǳǊŜ {h/Φ  
VOD assets are encrypted at the SHO after being acquired from the content provider.  The encrypted 
ŀǎǎŜǘǎ ŀǊŜ ǘƘŜƴ ŘƛǎǘǊƛōǳǘŜŘ ǘƘǊƻǳƎƘ ǘƘŜ ƴŜǘǿƻǊƪ ŀƴŘ ƻƴƭȅ ŘŜŎǊȅǇǘŜŘ ƻƴŎŜ ƛǘ ƛǎ ǎǘǊŜŀƳŜŘ ǘƻ ǘƘŜ ŜƴŘ ǳǎŜǊΩǎ 
STB.  Content outputs are also protected via HDCP, CGMS-A, and Macrovision. The output controls are 
implemented through the client application. 

AT&T U-verse is also available online at uverse.com, and on tablets and smart phones via the U-verse 
mobile application.  Uverse.com offers a web site where users can login and view services.  Some content 
flows through an internal process and other content is hosted directly through third parties like Hulu, 
Turner, etc.  Content is protected via PlayReady DRM.  The U-verse mobile app for phones and tablets are 
developed internally and content is encoded and hosted using a third party.  Content is protected via 
PlayReady DRM. 
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New updated U-verse Mediaroom software is pushed to U-verse STBs at least twice a year: offering new 
features, improved performance, security and protocol system updates and updated user experience.  
AT&T is planning to deploy 4K and HEVC, more advanced STBs to provide more value-added services to 
U-verse customers.  Access bandwidth is improving with the provisioning of more bandwidth over VDSL 
and the deployment of more fiber (GigaPower).  AT&T will be deploying more advanced Wi-Fi 
technologies (i.e. 802.11ac) for both video and data distribution and expanding U-verse applications to 
reach more and more third-party devices, and offering more interactive applications. 

Verizon Technologies and Architectures [44]  

Verizon took an alternate approach to AT&T by deploying a FTTP network known as FiOS.  The Verizon 
FiOS network is a Passive Optical Network (PON) either B-PON or G-thb ǿƛǘƘ ǘƘŜ ŀŘŘƛǘƛƻƴ ƻŦ ŀƴ άƻǾŜǊƭŀȅέ 
wavelength (1550nm) to transmit broadcast video over RF.  VOD is distributed over IP using data/voice 
wavelengths (1490nm & 1310nm).  Figure 11 shows the Optical Spectrum on the PON network based on 
ITU G.98x PON standards.  Figure 12 provides a diagram of the FiOS access network showing the B/G-PON 
OLT for two-way voice, data, and VoD traffic, the Erbium Doped Fiber Amplifier (EDFA) used to inject the 
broadcast RF on the fiber, and the ONT at the customer premise.  This diagram also shows the optical 
wavelengths used for the FiOS service.  This architecture provides full support for both cable style RF video 
as well as emerging IPTV video technologies.  Moving the VOD traffic to the B/G-PON IP network freed up 
RF spectrum for broadcast HDTV growth and provides greater scale as demand for voice, data, and VoD 
increases.  The network protocols used on the B/G-PON network are ATM AAL1&2 for Plain Old Telephone 
Service (POTS) and ATM AAL5 for Broadband Internet and VoD. 

 

 

Figure 11 - ITU G.98x PON Optical Spectrum 
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Figure 12 - Verizon FiOS Access Network 

Figure 13 shows the high-level Verizon architecture.  Content is received at two Super Head Ends (SHE) 
for purposes of redundancy.  A Long Haul Network (LHN) is used for the National Video Distribution 
Network to carry the video traffic from a SHE to multiple Video Hub Offices (VHO), each of which serves a 
major metropolitan or franchise area. The Metro Video Distribution Network distributes the video traffic 
from a VHO to multiple Video Serving Offices (VSO) where it is then distributed over the PON access 
network to the customer premise.  This diagram also shows which network protocols used at which points 
in the overall architecture. 

Figure 14 shows the FiOS Hybrid QAM/IP set-top box and dual networks over which it connects to the 
VSO.  First, there is the one-way overlay interface that carries broadcast video using 256 QAM and MPEG-
2 Transport Streams (TS).  In addition, there are two OOB downstream channels to support multiple 
encryption systems:  SCTE-55-1 for the MediaCipher CAS system and SCTE-55-2 for the PowerKey CAS 
system, similar to that used by most US Cable operators after fiber termination.  These OOB channels 
carry System Information (SI), Entitlement Management Messages (EMM) and other control plane 
signaling for box control and configuration.  The IP Interface carries VOD content, duplicates some of the 
OOB signaling and carries additional application data including widgets, guide data, and gaming traffic. 
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Figure 13 - Verizon FiOS High-Level Architecture 

 

Figure 14- Verizon FiOS Dual-Network Hybrid STB Architecture 






























































































































































































































































































































































